1.6 r247163 - r247177 r288561: AArch64CollectLOH: Rewrite as block-local analysis

r249742: [libcxx] Split <math.h> out of <cmath> (and others) r289570: Revert "AArch64CollectLOH: Rewrite as block-local analysis."
r251049: [SCEV] Commute sign extends through nsw additions r291266: AArch64CollectLOH: Rewrite as block-local analysis
66994 - r267897 r297992: [SCEV] Compute affine range in another way to avoid bitwidth extending
1.5 A :/[clang] Do not disable completely loop unroll when optimizing for size
: Loop unroller: set thresholds for optsize and minsize functions to zero
r270518: [LoopUnroll] Enable advanced unrolling analysis by default
r271020: Don't generate unnecessary signed ConstantRange during multiply
1.4 r271615: [LoopUnroll] Set correct thresholds for new recently enagbled unrolling|heuristjc
r277776 -r277788
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&' KBBOZ : ost] Reduce inline thresholds to compensate for cost changes
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